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1.1 Introduction

Graphs provide a generic data structure widely used in chemo and bioinformatics to represent complex structures such as chemical compounds or complex interactions between proteins. However, the high flexibility of this data structure does not allow to readily combine it with usual machine learning algorithms based on a vectorial representation of input data.

Indeed, algorithms restricted to the graph domain are essentially restricted to k-nearest neighbors or k-medians algorithms. These algorithms use different measures of similarity based on the set of frequent sub graphs extracted from graphs or from the size of the maximum common sub graph of two graphs. A widely used graph similarity measure is based on a measure of the distortion required to transform one graph into another. This measure of dissimilarity, called graph edit distance, is NP-hard to compute. However, this complexity can be reduced by computing a sub optimal, but usually effective, graph edit distance. Nevertheless, graph edit distance does not usually fit all the requirements of an euclidean distance and hence cannot be readily applied in conjunction with many machine learning methods.

Graph embedding methods aim to tackle this limitation by embedding graphs into explicit vectorial representations which allow the use of any machine learning algorithm defined on vectorial representations. However, encoding graphs as explicit vectors having a limited size induces a loss of information which may reduce prediction accuracy.

Graph kernels are defined as similarity measures between graphs. Under mild conditions, graph kernels correspond to scalar products between possibly implicit graph embeddings into an Hilbert space. Thanks to this graph
embedding, machine learning methods which may be rewritten so as to use only scalar products between input data, such as SVM, can be applied on graphs. Graph kernels thus provide a natural connection between graph space and machine learning.

A large family of kernel methods is based on a decomposition of graphs into bags of patterns. The prototypical example of this last family, is the complete graph kernel which is based on a decomposition of a graph into all its sub structures (sub graphs). Such a kernel being NP-Hard to compute, kernels based on bags of patterns must be restricted to the extraction of different family of sub structures. Given a particular type of bag of patterns, each sub structure of a bag encodes a different structural information. This information may be weighted according to the property to predict. Such a weighting scheme allows to highlight relevant patterns having an high influence on a particular property.

1.1.1 General definitions

This first section aims to introduce some basics of graph theory required to define graph similarity measures used in chemoinformatics.

Definition 1 (Graph) An unlabeled graph is a pair $G = (V,E)$ such that $V$ corresponds to a set of nodes and $E \subseteq V \times V$ corresponds to a set of edges connecting nodes. The size of the graph is defined by $|V|$. If $(u,v) \in E$, $u$ is said to be adjacent to $v$.

Definition 2 (Neighbourhood) Neighbourhood relationship is encoded by the function $\Gamma : V \rightarrow \mathcal{P}(V)$ with $\Gamma(v) = \{u \in V | (u,v) \in E\}$ where $\mathcal{P}(V)$ denotes all subsets of $V$.

Definition 3 (Degree) The degree of a node $v \in V$ is defined as $|\Gamma(v)|$.

Definition 4 (Non oriented graph) A graph is non oriented if for any pair of nodes $(u,v) \in E$, $(v,u) \in E$. In this case $(u,v)$ denotes indifferently the oriented edges $(u,v)$ and $(v,u)$.

In the following we will only use non oriented graphs. Hence unless otherwise stated, graphs are supposed to be non oriented.

Definition 5 (Sub graph) A graph $G' = (V',E')$ is a sub graph of $G = (V,E)$, denoted $G' \subseteq G$, if $V' \subseteq V$ and $E' \subseteq E$. If $E' = E \cap (V' \times V')$, $G'$ is called a vertex induced sub graph of $G$.

Definition 6 (Walks, Trails, Paths) A walk of a graph $G = (V,E)$ is a sequence of nodes $W = (v_1, \ldots, v_n)$ connected by edges: $(v_i, v_{i+1}) \in E$ for any $i \in \{1, \ldots, n-1\}$. If each edge $(v_i, v_{i+1})$ appears only once in $W$, $W$ is called a trail. If each vertex (and thus each edge) appears only once, $W$ is called a path. The length of a walk is defined by its number of nodes.
Definition 7 (Distance between nodes) The distance $d_G(u,v)$ between two nodes $u$ and $v$ of a graph $G = (V,E)$ is defined as the length of the shortest path between $u$ and $v$ in $G$.

Definition 8 (Cycle) A cycle is a path whose first node is equal to the last one. This node is the only one appearing twice in the sequence.

Definition 9 (Connected graph) Given a graph $G = (V,E)$, a set $U \subset V$ is said to be connected if there exists a path between any pair of distinct nodes in $U$. The set $U$ is called a connected component of $G$ if it is not included into a larger connected set. The graph $G$ is said to be connected if all its connected components are equal to $V$.

Definition 10 (Tree) A tree is a connected graph without cycles.

Definition 11 (Bridge) A bridge is an edge whose removal increases the number of connected components of the graph. The set of bridges of a graph $G$ is denoted $B(G)$.

Definition 12 (Labeled graph) A non-oriented labeled graph $G = (V,E,\mu,\nu)$ is a non-oriented unlabeled graph $G = (V,E)$ associated to a node labeling function $\mu : V \to L_V$ and an edge labeling function $\nu : E \to L_E$, where $L_V$ and $L_E$ denote respectively sets of node and edge labels.

Two graphs are considered as equal if it exists a bijection between the nodes of both graphs which respect adjacency relationships. In this case both graphs are said to be isomorphic.

Definition 13 (Graph isomorphism) Two graphs $G = (V,E)$ and $G' = (V',E')$ are structurally isomorphic, denoted $G \simeq G'$, if and only if it exists a bijection $f : V \to V'$ such that:

$$(u,v) \in E \iff (f(u),f(v)) \in E'.$$

If $G$ and $G'$ correspond to labeled graphs, i.e. if $G = (V,E,\mu,\nu)$ and $G' = (V',E',\mu',\nu')$. A structural isomorphism between $G$ and $G'$ is called a graph isomorphism, denoted by $G \simeq G'$, if

$$\forall v \in V, \quad \mu(v) = \mu'(f(v)) \quad \text{and} \quad \forall (u,v) \in E, \quad \nu(u,v) = \nu'(f(u),f(v)).$$

Definition 14 (Partial sub graph isomorphism) Let $G = (V,E,\mu,\nu)$ and $G' = (V',E',\mu',\nu')$ denote two graphs such that $|V| \leq |V'|$. It exists a partial structural sub graph isomorphism between $G$ and $G'$ if and only if it exists an injection:

$$f : V \to V'.$$
such that:
\[ (u, v) \in V^2 \implies (f(u), f(v)) \in E'. \]

A partial structural sub graph isomorphism is a partial sub graph isomorphism, denoted \( G \subseteq_p G' \), if:
\[
\forall v \in V, \quad \mu(v) = \mu'(f(v)) \text{ and } \\
\forall (u, v) \in E, \quad \nu(u, v) = \nu'(f(u), f(v)).
\]

Note that the partial sub graph isomorphism relationship may also be denoted as homomorphism relationship in other references.

**Definition 15 (Sub graph isomorphism)** Let \( G = (V, E, \mu, \nu) \) and \( G' = (V', E', \mu', \nu') \) denote two graphs such that \( |V| \leq |V'| \). It exists a structural sub graph isomorphism if it exists a partial structural sub graph isomorphism between \( G \) and \( G' \) and:
\[
\forall (u, v) \in V^2, (u, v) \in E' \iff (u, v) \in E.
\]

A structural sub graph isomorphism is a sub graph isomorphism denoted \( G \subseteq G' \), if:
\[
\forall v \in V, \quad \mu(v) = \mu'(f(v)) \text{ and } \\
\forall (u, v) \in E, \quad \nu(u, v) = \nu'(f(u), f(v)).
\]

Hypergraphs correspond to an extension of graphs which allows to define an adjacency relationship between more than two nodes. Hypergraphs have been introduced by Claude Berge [3].

**Definition 16 (Hypergraph)** An hypergraph \( H = (V, E) \) is a pair of sets \( V \), encoding hypergraph’s nodes, and \( E = (e_i)_{i \in I} \subseteq \mathcal{P}(V) \) encoding hyperedges:

- \( \forall i \in \{1, \ldots, |E|\}, e_i \neq \emptyset \)
- \( \cup_{i \in I} e_i = V \)

As for graphs, the size of an hypergraph \( H = (V, E) \) is defined as \( |V| \) and two nodes \( u \) and \( v \) are adjacent if it exists \( e \in E \) such that \( \{u, v\} \subseteq e \).

Oriented hypergraph [12] is an hypergraph where hyperedges connect two sets of nodes (figure 1.1):

**Definition 17 (Oriented hypergraph)** An oriented hypergraph \( H = (V, \vec{E}) \) is a pair of sets \( V \), encoding hypergraph’s nodes, and \( \vec{E} = (e_i)_{i \in I} \subseteq \mathcal{P}(V) \times \mathcal{P}(V) \) encoding oriented hyperedges. An oriented hyperedge \( e = (s_u, s_v) \in \vec{E} \) with \( s_u = \{u_1, \ldots, u_i\} \subseteq \mathcal{P}(V) \) and \( s_v = \{v_1, \ldots, v_j\} \subseteq \mathcal{P}(V) \) encodes an adjacency relationship between the two sets of node \( s_u \) and \( s_v \) (figure 1.1).
FIGURE 1.1: Oriented hypergraph with oriented hyperedge \( e_1 = (\{v_1, v_2\}, \{v_3\}) \).

In the remaining part of this chapter we consider that an hyperedge \((s_u, s_v) \in \vec{E} \) exists in \( \vec{E} \) for each \((s_u, s_v) \in \vec{E} \) and we thus do not differentiate \((s_u, s_v) \) from \((s_v, s_u) \). Note anyway that an oriented hypergraph remains different from an usual hypergraph since within an oriented hypergraph an edge connects two sets of vertices while within the usual hypergraph framework an edge is composed of a single set.

An usual molecular representation is defined by the molecular graph [15, 49] (figure 1.2). A molecular graph is a non oriented labeled graph encoding adjacency relationships between atoms of a molecule. The set of nodes encodes the set of atoms of a molecule while the set of edges encodes atomic bonds connecting these atoms. Each vertex is labeled by the chemical element of the corresponding atom and each edge is labeled by the type of the atomic bond (simple, double, triple or aromatic) connecting two atoms. From a chemical point of view, an atom may share pairs of valence electrons with a maximum of 8 atoms. Therefore, a molecule is encoded by a molecular graph having a degree bounded by 8. An usual convention consists in not encoding hydrogen atoms within molecular graph since they are implicitly encoded by the valency of other atoms. An other convention is to not explicitly represent carbon atoms within graphical representation of a molecular graph (figure 1.2).

1.2 Graph similarity measures

Most of existing methods used in chemoinformatics are based on the similarity principle which states that similar compounds have similar properties [24]. If we consider the molecular representation given by the molecular
Graph Kernels in chemoinformatics

FIGURE 1.2: A molecular graph

graph, comparing molecular compounds thus relies on comparing molecular graphs. Therefore, in order to be able to predict physical or biological properties of molecular compounds, we have to define molecular graph similarity measures.

1.2.1 Maximum common sub graphs

A first similarity measure between graphs based on graph theory is defined from the maximum common sub graph. Intuitively, two graphs are considered as similar if they share a large common structure and dissimilar otherwise. In order to define the notion of maximum common sub graph, let us first define the notion of common sub graph:

Definition 18 (Common sub graph) A graph $G$ is a common sub graph of two graphs $G_1$ and $G_2$ if it exists two sub graphs $\hat{G}_1$ and $\hat{G}_2$ of $G_1$ and $G_2$ such that:

$$G \simeq \hat{G}_1 \simeq \hat{G}_2$$

Common sub graphs correspond thus to sets of nodes and edges common to two graphs. In order to formally define maximum common sub graphs, let us additionally define the notion of maximal common sub graph:

Definition 19 (Maximal common sub graph) A common sub graph of two graphs $G_1$ and $G_2$ is maximal if it is a common sub graph of $G_1$ and $G_2$ and if it is not itself a sub graph of another common sub graph of $G_1$ and $G_2$. 
The notion of maximal common sub graph corresponds to set of nodes and edges common to two graphs which can not be enlarged. Using maximal common sub graphs, we can now define maximum common sub graph:

**Definition 20 (Maximum common sub graph)** A common sub graph $G$ is maximum if it is a maximal common sub graph of $G_1$ and $G_2$ and it does not exist a larger common sub graph of $G_1$ and $G_2$.

A maximum common sub graph corresponds thus to the largest maximal common sub graph.

The size of a maximum common sub graph of two graphs may be seen as a similarity measure between these two graphs. Methods based on maximum common sub graph consider two graphs as similar if they share a large common structure. Conversely, graphs sharing a lot of small common structures but not a large one are not considered as similar. This particularity may alter the accuracy of methods based on maximum common sub graphs on chemical prediction problems where molecular activity is due to a large number of small structures.

### 1.2.2 Frequent graphs

A widely used approach in chemoinformatics consists in finding sub structures which are responsible of a particular activity. This family of methods is thus more dedicated to activity prediction problems since from a chemical point of view, a molecular compound may have a particular property if it contains a sub structure, called a pharmacophore. This chemical consideration has sustained the emergence of a family of methods based on the discovery of frequent sub graphs [10, 56, 38]. These methods are based on the following assumptions:

- A sub structure is considered as frequent if its number of occurrences is greater than a frequency threshold $\sigma$ within a set of positive molecular compounds and is insignificant within a set of negative molecular compounds;
- A sub structure of size $k$ may be frequent if it is composed of at least two frequent sub structures of size $k-1$.

Among the set of methods using such an approach, methods described in [10, 56] are based on an iterative algorithm (algorithm 1) which aims to find frequent sub graphs of size $k$ from the set of frequent sub graphs of size $k-1$.

These approaches obtain a good prediction accuracy on many datasets within a reasonable computational time. However, the main drawback of these approaches is the frequent sub graphs hypothesis. Indeed, the hypothesis that one pharmacophore is responsible of an activity is no longer valid when the activity of molecular compounds is induced by a set of different pharmacophores. In this case, each pharmacophore is associated to few molecular
Algorithm 1: Generic algorithm used by frequent sub graphs methods

1 Find a set of sub graphs \( S_2 \) having a size \( k = 2 \) and a frequency greater than \( \sigma \).
2 for \( k = 3 \to k\text{-max} \) do
3 \( S_k \leftarrow \) frequent sub graphs in \( C_k \);
4 Build a set of candidates \( C_k \) of size \( k \) from \( S_{k-1} \);

compounds and each pharmacophore does not reach the minimal frequency threshold in order to be considered as a frequent sub structure. Such configurations induce thus a poor prediction model.

1.2.3 Graph edit distance

Graph edit distance aims to define a distance between graphs. This distance is based on a measure of distortion induced by a transformation of one graph into another. Graph edit distance between two graphs is defined by the minimal cost associated to an edit path which transforms the first graph into the second one. This distance is defined as a sequence of edit operations, each of these elementary operations being defined as:

- a node/edge insertion: adding one node/edge to the graph;
- a node/edge deletion: removing one node/edge to the graph;
- a node/edge substitution: replace one node/edge label.

Each of these edit operations is associated to a cost \( c(\cdot) \in \mathbb{R}_+ \). Considering these edit costs, graph edit distance is defined as:

\[
d_{\text{edit}}(G, G') = \min_{(e_1, \ldots, e_k) \in \mathcal{C}(G, G')} \sum_{i=1}^{k} c(e_i)
\]

(1.1)

where \( \mathcal{C}(G, G') \) encodes all edit paths transforming \( G \) into \( G' \). Each edit path encodes a sequence of edit operations \( e_1, \ldots, e_k \), each operation \( e_i \) being associated to an edit cost \( c(e_i) \).

Graph edit distance may be computed using \( A^* \) algorithm [20]. This algorithm consists in building a rooted tree where each path from the root to a leaf encodes a possible edit path. Then, the root to leaf path corresponding to the lowest sum of edit operation costs is defined as the optimal edit path. However, the computational complexity induced by this method is exponential according to the number of graphs’ nodes which limits its application to very small graphs.
In order to reduce the complexity required by the computation of graph edit distance, Riesen proposed a polynomial algorithm [44] which reduces graph edit distance complexity. Given two graphs $G = (V, E)$ of size $n = |V|$ and $G' = (V', E')$ of size $m = |V'|$, this algorithm is based on a complete bipartite graph $G_a = (V_a, E_a)$ where $V_a = V_G \cup V_{G'}$, $V_G = \{ \varepsilon_1, \ldots, \varepsilon_m \}$, $V_{G'} = \{ \varepsilon'_1, \ldots, \varepsilon'_n \}$ and $E_a = \{(u, v) \mid u \in V_G \text{ and } v \in V_{G'}\}$. Bipartite graph $G_a$ encodes a node to node matching between the two sets $V_G$ and $V_{G'}$. A matching $u \in V \rightarrow v \in V'$ encodes a substitution whereas a matching $u \in V \rightarrow \varepsilon'_i$ (resp. $\varepsilon_i \rightarrow v \in V'$) encodes a node deletion (resp. a node insertion). Each edge $(u, v) \in V_G \times V_{G'}$ is weighted by the cost associated to the edit operation encoded by matching $u \rightarrow v$. Therefore, each matching $\varepsilon_i \rightarrow \varepsilon'_j$ is associated to zero cost since they do not encode any edit operation.

Optimal matching, i.e. matching from $V$ to $V'$ having the lowest sum of edge cost, is computed by means of Munkre’s algorithm (or Hungarian algorithm) [36]. This optimal matching is then associated to an edit path, itself being associated to a cost. However, the computed cost does not correspond necessarily to graph edit distance since there is no guaranty that the computed edit path is the optimal one. Therefore, one one hand the main drawback of this algorithm is that the computed dissimilarity measure does not correspond to exact graph edit distance. On the other hand, this dissimilarity measure can be computed in polynomial time which allows the use of this approach on chemoinformatics problem.

**1.2.3.2 Graph edit distance and machine learning methods**

If we consider that costs associated to elementary edit operations define a distance (proposition 21), graph edit distance fulfills the four properties of a metric and thus defines a distance [37].

**Definition 21 (Distance)** A function $d : \mathcal{X}^2 \rightarrow \mathbb{R}_+$ is a distance over $\mathcal{X}$ if, for any $(x_i, x_k) \in \mathcal{X}^2$, it fulfills the four following properties:

- **non negativity:** $d(x_i, x_j) \geq 0$;
- **self distance:** $d(x_i, x_j) = 0 \iff x_i \simeq x_j$;
- **symmetry:** $d(x_i, x_j) = d(x_j, x_i)$;
- **triangle inequality:** for any $x_k \in \mathcal{X}$, $d(x_i, x_j) \leq d(x_i, x_k) + d(x_k, x_j)$.

However, graph edit distance does not fulfill the fifth property of an euclidean distance (Definition 22) [9] and hence does not correspond to a distance in an euclidean space. From a practical point of view, this limitation induces that the metric space defined by the edit distance on the set of graphs can not be isometrically embedded (neither explicitly nor implicitly) into an Hilbert space. This last point restricts drastically the set of machine learning algorithm which may be used in conjunction with the graph edit distance.
The need of a fifth property to define euclidean distances can be illustrated using a distance matrix completion problem. Let us consider four points $x_1, x_2, x_3$ and $x_4$ forming a polyhedron (figure 1.3). Distance matrix $D \in \mathbb{R}^{4 \times 4}$ encodes distances between the four points of this polyhedron. Let us consider the following incomplete distance matrix $D$:

$$D = \begin{bmatrix}
0 & 1 & 5 & d_{14} \\
1 & 0 & 4 & 1 \\
5 & 4 & 0 & 1 \\
d_{41} & 1 & 1 & 0
\end{bmatrix}$$

(1.2)

The first property of a distance induces that $d_{14} \geq 0$ and $d_{41} \geq 0$. The third property induces that $d_{14} = d_{41}$ and finally, the fourth property of a distance allows us to bound $d_{14}$ by $\sqrt{5} - 1 \leq d_{14} \leq 2$. However, only one value corresponds to an euclidean embedding since $x_4$ is at a distance of 1 from $x_2$ and $x_3$. Moreover, $x_2$ and $x_3$ are separated by a distance of 2 which induces that $x_2, x_3$ and $x_4$ must be collinear. All others distance values fulfill the first four distance properties but they do not correspond to an embedding regardless of the number of dimensions [9]. Therefore, the four properties of a distance are not sufficient to ensure that a distance corresponds to a distance in an euclidean space.

**Definition 22 (Relative angle inequality [9])** For any $i, j, l \neq k, k = \{1, \ldots, N\}, i < j < l$. For $N \geq 4$, let consider a set of distinct points $X_k = \{x_1, \ldots, x_N\}$. Relative angle inequality property is fulfilled if all points $x_k \in X_k$ fulfill the following inequalities:
\[
\cos(\theta_{ikl} + \theta_{lkj}) \leq \cos(\theta_{ikj}) \leq \cos(\theta_{ikl} - \theta_{lkj}) \\
0 \leq \theta_{ikl}, \theta_{lkj}, \theta_{ikj} \leq \pi
\]  

(1.3)

where \(\theta_{ikj} = \theta_{jki}\) encodes angle between vectors \(\vec{x}_k \vec{x}_i\) and \(\vec{x}_k \vec{x}_j\).

**Proposition 1 (Euclidean distance)** A function \(d : X^2 \rightarrow \mathbb{R}_+\) corresponds to a distance in an euclidean space \(\mathbb{R}^N\) if \(d\) is a distance (proposition 21) and \(d\) fulfills the relative angle inequality (definition 22).

An alternative characterization of an euclidean distance function is provided by the following proposition [9]:

**Proposition 2 (Euclidean distance matrix)** The matrix \(D\) corresponds to an euclidean distance iff:

\[
D \in S_N^h \text{ and } \forall c \in \mathbb{R}^N \text{, s.t} \begin{cases} 
    e^t c = 0 \\
    \|c\| = 1 \\
    c^t D c \leq 0
\end{cases}  
\]  

(1.4)

where \(e = (1, \ldots, 1)^t\) and \(S_N^h\) corresponds to the set of \(N \times N\) symmetric matrices having \(0\) main diagonal.

Since graph edit distance does not define a distance in an euclidean space it can not be directly used in machine learning methods where an implicit or explicit vectorial embedding is mandatory. Despite this, graph edit distance encodes a dissimilarity measure between two molecular graphs which may be used in conjunction with some algorithms such as k-nearest neighbors or k-median.

### 1.3 Graph embedding methods

Methods presented in section 1.1 are defined within graph space. Despite the fact that this space allows to encode complex structures, it suffers from a lack of mathematical properties. Therefore, the use of many well know machine learning methods is not possible within such a space. In order to use conjointly graphs and usual machine learning methods, one possibility consists in defining an explicit vectorial space where each graph is embedded. Using such a scheme, each graph is encoded by a vector which can be used conjointly with any machine learning method defined on vectorial representations. Such vectorial representations of graphs are called graph embeddings.
1.3.1 Empirical kernel map

In order to combine graph edit distance and machine learning algorithms, some methods aim to define a graph embedding based on graph edit distance. Riesen has proposed to encode a graph by an explicit vector which encodes the distances between an input graph and a set of graph prototypes [42]. Given a set of prototype graphs denoted by \( G_{\text{ref}} = \{ G_1, \ldots, G_N \} \), each graph is embedded into an explicit euclidean space by the following embedding function \( \Phi_{EKM}^G : G \rightarrow \mathbb{R}^N \):

\[
\Phi_{EKM}^G(G) = (d(G, G_1), \ldots, d(G, G_N)) \quad (1.5)
\]

This method thus encodes each graph by a vector which may be used in any machine learning method defined on euclidean spaces. Although this method uses a widely used graph dissimilarity measure, the choice of prototype graphs strongly impacts the embedding quality. Riesen [42] addressed this last problem through different heuristics providing “good” sets of prototype graphs.

1.3.2 Isometric embedding

Another approach aims to define a graph embedding such that this embedding encodes a dissimilarity measure [25]. Let consider a set of graphs \( G = \{ G_1, \ldots, G_n \} \) and a function encoding a graph dissimilarity \( d : \mathcal{G} \times \mathcal{G} \rightarrow \mathbb{R} \). We define a dissimilarity matrix \( D \) by \( D_{i,j} = d(G_i, G_j)^2 \in \mathbb{R}^{n \times n} \). The method described in [25] consists in computing \( n \) vectors \( x_i \) having \( p \)-dimensions such that the distance between \( x_i \) and \( x_j \) is as close as possible from the dissimilarity measure between \( G_i \) and \( G_j \) encoded by \( D_{i,j} \).

In order to define vectorial representations \( (x_i)_{i \in \{1, \ldots, n\}} \), a method consists in defining a matrix \( S \) which encodes scalar products between vectorial representations of graphs. Considering a distance matrix \( D \), matrix \( S \) is defined by \( S = (I - ee^t)D(I - ee^t) \) with \( e = (1, \ldots, 1)^t \) and satisfies: \( D_{i,j} = S_{i,i} + S_{j,j} - 2S_{i,j} \). This last equation corresponds to the well known relationship between euclidean distance and scalar products: \( \| x_i - x_j \|^2 = < x_i, x_i > + < x_j, x_j > - 2 < x_i, x_j > \). If \( S \) is a semi definite positive matrix, then its spectral decomposition is given by \( S = V \Lambda V^t \) where \( \Lambda \) is a diagonal matrix containing the (positive) eigenvalues of \( S \). Matrix \( S \) can then be written as \( XX^t \) with \( X = V(\Lambda^{1/2}) \). Each entry \( S_{i,j} \) of \( S \) is then defined as a scalar product between two rows of matrix \( S \). Taking \( x_i \) as an embedding of graph \( G_i \) we indeed obtain: \( D_{i,j} = d^2(G_i, G_j) = \| x_i - x_j \|^2 \).

However, if the dissimilarity matrix \( D \) does not correspond to a distance in an euclidean space (definition 22), matrix \( S \) is not necessarily semi definite positive and we have to regularize it. One possibility is to use the constant shift embedding method which consists in removing negative eigenvalues of \( S \) by subtracting its lowest (negative) eigenvalue. Regularized matrix \( S' \) is then defined by: \( S' = S - \lambda_n(S)I \) where \( \lambda_n(S) \) denotes the lowest negative value.
eigenvalue of $S$. This regularization step alters the initial distances according to the following equation: $D' = D - 2\lambda_n(S)(ee^T - I)$. The magnitude of this alteration depends linearly on the lowest eigenvalue of $S$. Such a regularization step should be performed only for small values of $|\lambda_n(S)|$.

### 1.3.3 Local approaches

Other graph embedding methods which are not based on graph edit distance can be defined using different approaches. A first family consists in encoding each graph by a set of information describing local adjacency relationships and labeling information. Attribute statistics based embedding [19] defines a graph embedding where each coordinate of the vectorial representation encodes either the number of occurrences of a node label, or the number of edges incident to two node labels. For $|L_V|$ node labels and $|L_E|$ edge labels, the size of a vector encoding a non oriented graph is thus equal to $\frac{1}{2}|L_E||L_V|(|L_V| + 1)$. This type of embedding limits the size of encoded paths and thus the amount of encoded information. Indeed, including paths of size 3 induces a huge increase of the size of vector in order to encode all possible labeled paths of size 3.

In order to encode more structural information, topological embedding [48] encodes the number of occurrences of a set of unlabeled structures corresponding to the set of isomorphic graphs having at most $N$ nodes. Labeling information is included within a matrix representation by means of histograms: For each structure, an histogram encodes the distribution of node and edge labels among all labeled subgraphs corresponding to the unlabeled structure. This method allows to encode larger structures which encodes more structural information than paths of size 2. However, the multiple configurations of labels within all subgraphs isomorphic to a given unlabeled structure is reduced to a simple histogram of node and edge labels hence losing an important part of the label information. This loss of information is induced by the limit on the size of vectors used to encode graphs.

### 1.3.4 Global approaches

Instead of using local approaches, some methods aim to define an embedding which globally encodes a graph rather than using a concatenation of local characteristics. Fuzzy multilevel graph embedding [29] defines a vectorial representation encoding both local characteristics, such as node degrees or node and edge labels, and simple global information such as number of nodes and edges of graphs. Vectorial representation provided by a fuzzy multilevel graph embedding includes thus different levels of analysis of the graph.

Spectral embedding methods [28, 6, 27] base the vectorial representation of a graph on different characteristics of the spectrum of the graph laplacian matrix. The basic idea of this family of methods is that the spectrum of the graph laplacian matrix is insensitive to any rotation of the adjacency matrix.
and may thus be considered as a characteristic of the graph rather than a characteristic of its adjacency matrix. The resulting graph embedding are based on global characteristics of the graphs which are however often difficult to interpret in terms of graph properties.

1.3.5 Conclusion

Graph embedding methods define graph vectorial representations. Conversely to methods defined within graph space, these vectorial representations can be used in any machine learning methods defined on vectors. However, the encoding of a graph by an explicit vector of limited size induces necessarily a loss of information. This loss may alter prediction models since some relevant information may not be encoded by a vector of limited size.

1.4 Kernel theory

Methods presented in previous sections are based on two different approaches. The first one consists in defining similarity measures between graphs without reference to any embedding. Such similarity measures may be combined with few machine learning algorithms such as the k-nearest neighbors or the k-median algorithms. The second one consists in defining vectorial representations of graphs. These methods may be combined with any machine learning algorithm but the transformation from graphs to vectors may induce important loss of information due to the limited vector size.

In order to combine a graph similarity measure with many machine learning algorithms we have thus to transform our graphs into vectors. In the same time, the dimension of the embedding space must be sufficiently large (even infinite) in order to avoid to loss most of the graph information by this transformation. From this point of view, graph kernels provide a nice mathematical framework which allows to define a similarity measure between graphs which corresponds to a scalar product in some Hilbert space. The key point, known as the kernel trick, is that many machine learning algorithms may be rewritten solely in terms of scalar products between input data. The substitution of scalar products by graph kernels within these methods allows then to avoid the explicit transformation of graphs into vectors, hence allowing to work in Hilbert spaces of arbitrary dimension.

1.4.1 Definitions

Intuitively, a kernel $k : X^2 \rightarrow \mathbb{R}$ between two objects $x$ and $x'$ corresponds to a similarity measure defined as a scalar product between two projections
\( \Phi_H(x) \) and \( \Phi_H(x') \) of \( x \) and \( x' \) into an Hilbert space \( \mathcal{H} \):

\[
\forall (x, x') \in \mathcal{X}^2, \quad k(x, x') = \langle \Phi_H(x), \Phi_H(x') \rangle.
\] (1.6)

In order to define a valid kernel \( k \), it is not mandatory to explicitly define the embedding function \( \Phi_H : \mathcal{X} \rightarrow \mathcal{H} \). However, to ensure that such an embedding does exist, the kernel \( k \) has to fulfill some properties.

**Definition 23 (Positive definite kernel)** A positive definite kernel on \( \mathcal{X}^2 \) is a function \( k : \mathcal{X}^2 \rightarrow \mathbb{R} \) symmetric:

\[
\forall (x, x') \in \mathcal{X}^2, k(x, x') = k(x', x)
\] (1.7)

and semi definite positive (Mercer’s condition [34]):

\[
\forall \{x_1, \ldots, x_n\} \in \mathcal{X}^n, \forall c \in \mathbb{R}^n, \sum_{i} \sum_{j} c_i k(x_i, x_j) c_j \geq 0.
\] (1.8)

Some usual kernels defined on vectorial representations are listed in table 1.1.

**TABLE 1.1:** Usual definite positive kernels between vectors.

<table>
<thead>
<tr>
<th>Linear</th>
<th>( k(x, y) = x^T y )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian</td>
<td>( k(x, y) = \exp(-\frac{|x-y|^2}{2\sigma^2}) )</td>
</tr>
<tr>
<td>Polynomial</td>
<td>( k(x, y) = (x^T y)^d + c, c \in \mathbb{R}, d \in \mathbb{N} )</td>
</tr>
<tr>
<td>Cosine</td>
<td>( k(x, y) = \frac{\langle x, y \rangle}{|x||y|} )</td>
</tr>
<tr>
<td>Intersection</td>
<td>( k(x, y) = \sum_{i=1}^{N} \min(x_i, y_i) )</td>
</tr>
</tbody>
</table>

**Definition 24 (Gram matrix)** A Gram matrix \( K \) associated to a kernel \( k \) on a finite set \( X = \{x_1, \ldots, x_N\} \) is a \( N \times N \) matrix defined by:

\[
\forall (i, j) \in \{1, \ldots, N\}^2, \quad K_{i,j} = k(x_i, x_j).
\] (1.9)

For any finite set of objects \( X = \{x_1, \ldots, x_N\} \), the Gram matrix associated to a positive definite kernel \( k \) is semi definite positive. Conversely, if for any set \( X = \{x_1, \ldots, x_N\} \), the Gram matrix \( K \) associated to kernel \( k \) is semi definite positive, then \( k \) is a positive definite kernel.

A positive definite kernel \( k \) can be built from a combination of positive definite kernels \( k_1, \ldots, k_n \) (proposition 3).

**Proposition 3 (Kernel combination [2])** Let \( k_1 \) and \( k_2 \) denote two definite positive kernels defined on \( \mathcal{X}^2 \), \( \mathcal{X} \) corresponding to a non empty space. We have:

1. The set of positive definite kernels is a closed convex cone. Therefore:
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1. Let \( w_1, w_2 \geq 0 \), kernel \( k_3 := w_1 k_1 + w_2 k_2 \) is positive definite;
2. Let \( k_n \) a sequence of positive definite kernels and \( k(x, x') := \lim_{n \to \infty} k_n(x, x') \), then \( k \) is a positive definite kernel.

2. The product of two definite positive kernels is a positive definite kernel.
3. Let us consider that for \( i = 1, 2 \), \( k_i \) is a positive definite kernel on \( \mathcal{X}_i \), \( \mathcal{X}_i \) being defined as a non empty space and let us consider \( (x_1, y_1) \in \mathcal{X}_1^2 \) and \( (x_2, y_2) \in \mathcal{X}_2^2 \). Then, the tensor product \( k_1 \otimes k_2((x_1, x_2), (y_1, y_2)) = k_1(x_1, y_1)k_2(x_2, y_2) \) and the direct sum \( k_1 \oplus k_2((x_1, x_2), (y_1, y_2)) = k_1(x_1, y_1) + k_2(x_2, y_2) \) correspond to positive definite kernels on \( (\mathcal{X}_1 \times \mathcal{X}_2)^2 \).

Following [1], if \( k \) is a positive definite kernel on \( \mathcal{X} \), then it exists an Hilbert space \( \mathcal{H} \), having scalar product \( \langle \cdot, \cdot \rangle_{\mathcal{H}} \), and an embedding \( \Phi : \mathcal{X} \to \mathcal{H} \) such that:

\[
\forall (x, x') \in \mathcal{X}^2, \quad k(x, x') = \langle \Phi(x), \Phi(x') \rangle_{\mathcal{H}} \tag{1.10}
\]

The Hilbert space \( \mathcal{H} \) is called the Reproducing Kernel Hilbert Space (RKHS) of \( k \) or more usually the feature space.

1.4.2 Kernel trick

Let us consider a polynomial kernel \( k(x, y) = \langle x, y \rangle^2 \) with \( x = (x_1, x_2) \) and \( y = (y_1, y_2) \in \mathbb{R}^2 \). Kernel value \( k(x, y) \) is thus equals to:

\[
k(x, y) = x_1^2y_1^2 + x_2^2y_2^2 + \sqrt{2}(x_1x_2)\sqrt{2}(y_1y_2) \tag{1.11}
\]

Despite the fact that this last equation does not correspond to the usual equation of a scalar product, it indeed corresponds to a scalar product between a mapping of \( x \) and \( y \) through the following function:

\[
\begin{pmatrix} x_1 \\ x_2 \end{pmatrix} \Phi \rightarrow \begin{pmatrix} x_1^2 \\ x_2^2 \\ \sqrt{2}x_1x_2 \end{pmatrix} \tag{1.12}
\]

Note that, using a polynomial kernel of degree 2, we implicitly work in a space of dimension 3, while our original data are of dimension 2. Let us now suppose that we wish to combine our kernel with a k-nearest neighbors algorithm. We have thus to compute distances between vectors in the feature space of dimension 3. Such distances may be computed as follows:

\[
d_k^2(x, y) = ||\Phi(x) - \Phi(y)||^2 = \langle \Phi(x), \Phi(x) \rangle + \langle \Phi(y), \Phi(y) \rangle - 2 \langle \Phi(x), \Phi(y) \rangle \tag{1.13}
\]

Therefore, the k-nearest neighbors algorithm, may be applied in the feature
space of dimension 3 without computing the transformation $\Phi$ but by using solely our kernel between data of dimension 2. This trick, known as the kernel trick allows us to avoid the explicit transformation of our original input data in many machine learning algorithms. This last point allows us to avoid to compute and to store vectors of very large or even infinite dimension, e.g. for the gaussian kernel (table 1.1).

Applied to graphs, the kernel trick allows us to avoid the explicit transformation of graphs into vectors and to focus our attention on the definition of a similarity measure. The fact that the implicit Hilbert space may be of very large dimension, allows to reduce the loss of information induced by the transformation from graphs to vectors.

1.4.3 Kernels and similarity measures

From a mathematical point of view, a kernel is defined as a scalar product between objects embedded into an Hilbert space. However, kernels are generally considered as similarity measures. This relationship between scalar product and similarity measure may be explained by the relationship between scalar product and euclidean distance (equation 1.13):

$$\|\Phi(x) - \Phi(y)\|^2 = k(x,x) + k(y,y) - 2k(x,y)$$

$$k(x,y) = \frac{1}{2} (\|\Phi(x)\|^2 + \|\Phi(y)\|^2 - \|\Phi(x) - \Phi(y)\|^2)$$

(1.14)

If we consider normalized vectorial representations, i.e. $\|\Phi(x)\| = 1 \ \forall x \in \mathcal{X}$, we obtain:

$$k(x,y) = 1 - \frac{1}{2} d^2_k(x,y)$$

where $d^2_k(x,y) = \|\Phi(x) - \Phi(y)\|^2$.

In this case, kernels are defined as the opposite of the euclidean distance between vectors in the feature space. Intuitively, euclidean distance encodes a dissimilarity between objects. Therefore, a kernel function defined as a decreasing function of the distance encodes a similarity measure between objects. An high value corresponds to an high similarity whereas a low value, close to 0, encodes a high dissimilarity between objects.

1.4.4 Kernel methods

1.4.4.1 Support vector machines

**Problem definition** Support Vector Machines [5] (SVM) corresponds to a machine learning algorithm. The classification problem addressed by SVM is the following: Given a set of objects labeled by a class $\{x_i, y_i\}_{i=1}^n$, $x_i \in \mathbb{R}^d$ and $y_i \in \mathcal{Y} = \{-1, +1\}$, learn a function $f : \mathbb{R}^d \rightarrow \mathcal{Y}$ such that $f(x_i) = y_i$.

SVM algorithm consists in finding an hyperplane having $d-1$ dimensions which separates data points according to their classes (figure 1.4). The optimal hyperplane is the one which maximizes the distance between the hyperplane
and the closest data points of each class. Such a distance is called the margin. Considering the hyperplane defined by $\langle w, x \rangle + b = 0$, this distance is inversely proportional to the norm of vector $w$. Finding the best hyperplane thus relies to solve:

$$\text{minimize } \frac{1}{2} ||w||^2$$

subject to:

$$y_i(\langle w, x \rangle + b) \geq 1, \forall i \in \{1, \ldots, n\}$$

(1.15)

Considering a non-linear separable case, i.e. where it does not exist an hyperplane having $d - 1$ dimensions which separates data, Cortes and Vapnik proposed to include slack variables $\xi_i \in \mathbb{R}^+$ [8]. These variables allows to take into account classification errors during training. The addressed problem is then defined by:

$$\text{minimize } \frac{1}{2} ||w||^2 + C \sum_{i=1}^{n} \xi_i$$

subject to:

$$y_i(\langle w, x \rangle + b) \geq 1 - \xi_i, \forall i \in \{1, \ldots, n\}$$

$$\xi_i \geq 0, \forall i \in \{1, \ldots, n\}$$

(1.16)

where $C \in \mathbb{R}_+$ is a regularization parameter which allows to weight the influence of errors made during training. An high $C$ value favors a learning without errors, and thus potentially an over-learning. Conversely, a low $C$ value allows more errors during training and thus a greater generalization.

Using a kernel $k$ together with SVM allows to find a linear hyperplane which solves equation 1.16 in the feature space associated to kernel $k$. Thanks to the kernel trick, this hyperplane may be a non-linear separator in original data space. For example, let consider the kernel defined by equation 1.12. The hyperplane equation $\langle w, x \rangle + b = 0$ is computed within the kernel feature space.
and corresponds to a non linear equation in $\mathbb{R}^2$:

$$w_1 x_1^2 + w_2 x_2^2 + w_3 \sqrt{2} x_1 x_2 + b = 0 \quad (1.17)$$

Note that such an equation corresponds to a quadric.

### 1.4.4.2 Support vectors machines for regression

Regression problems consist in predicting a continuous value, conversely to classification problems which aim to predict a discrete value encoding a class. More formally, a regression problem is defined as: Given a learning set $\{x_i, y_i\}_{i=1}^n$, composed of a set of $n$ objects $X = \{x_1, \ldots, x_n\}$ with $x_i \in \mathbb{R}^d$, each object being associated to a value $y_i \in \mathbb{R}$, learn a prediction function $f : \mathbb{R}^d \to \mathbb{R}$ such that $\hat{y}_i \simeq f(x_i)$.

Support vector machines are initially defined as a solver for classification problems. In order to handle regression problems, SVM have been adapted \[11\] by including an $\varepsilon$-insensitive cost function such as defined in \[51\]. Instead of computing an hyperplane splitting data according to their classes, SVM for regression consists in computing an hyperplane $w$ associated to an $\varepsilon$-tube which includes data points to predict.

Formally, the minimization problem addressed by SVM for regression is defined by:

$$\begin{aligned}
\text{minimize} & \quad \frac{1}{2} \|w\|^2 \\
\text{subject to:} & \\
& \begin{cases}
  y_i - \langle w, x_i \rangle - b \leq \varepsilon, \forall i \in \{1, \ldots, n\} \\
  \langle w, x_i \rangle + b - y_i \geq \varepsilon, \forall i \in \{1, \ldots, n\}
\end{cases}
\end{aligned} \quad (1.18)$$

Minimizing equation 1.18 relies to compute a linear function which approximates $y$ values with an accuracy $\varepsilon$. In order to allows errors during training, slack variables for regression have been introduced into minimization problem. Similarly to SVM classification, these slacks variables allows to weight, according to $C$, prediction errors made during the learning step. The minimization
problem is then defined as:

$$\text{minimize } \frac{1}{2} \| w \|^2 + C \sum_{i=1}^{m} (\xi_i + \xi_i^*)$$

subject to:

$$\forall i \in \{1, \ldots, n\} \begin{cases} y_i - \langle w, x_i \rangle - b \leq \varepsilon + \xi_i \\ \langle w, x_i \rangle + b - y_i \geq \varepsilon + \xi_i^* \\ \xi_i, \xi_i^* \geq 0 \end{cases}$$ \hspace{1cm} (1.19)$$

This regression algorithm allows to compute a prediction function up to an accuracy defined by \(\varepsilon\). This parameter is particularly interesting in chemoinformatics since it may encode inaccuracies of physical properties induced by experiments which are not predictable using molecular graphs.

### 1.4.4.3 Kernel ridge regression

Considering ridge regression framework, a regression problem can be addressed by computing a linear function which encodes relationships between data \(x\) and responses \(y\). This function may be computed by minimizing the following objective function:

$$\text{minimize } J(w)$$

with:

$$J(w) = \| y - Xw \|^2 + \lambda \| w \|^2$$ \hspace{1cm} (1.20)$$

Minimizing the first term of equation 1.20 relies to solve a least squares problem corresponding to the minimization of prediction errors. The second term \((\lambda \| w \|^2)\) corresponds to a regularization term which aims to penalize vectors \(w\) having an high norm. The factor \(\lambda\) allows to weight the influence of the regularization term into the minimization problem. Therefore, an high \(\lambda\) value may prevent prediction model from over learning which may induce a better generalization of the prediction model when applied on test sets.

The objective function to minimize, defined by equation 1.20, corresponds to a sum of \(L_2\) norms which thus defines a convex function. Global minimum is reached for a value \(w\) satisfying \(\frac{\partial J}{\partial w} = 0\). This optimal \(w\) is obtained by the following analytic form:

$$w^* = X^t(XX^t + \lambda I)^{-1}y$$ \hspace{1cm} (1.21)$$

Predicting property value of a new data \(x'\) relies thus on computing \(\hat{y} = w^*x'\).

Let us consider that it exists a vector \(\alpha \in \mathbb{R}^n\) such that \(w = X^t\alpha\). We have thus \(\alpha = (\lambda I + XX^t)^{-1}y\) and prediction of a new data is given by \(\hat{y} = XX^t\alpha\). We can notice that the access to data \(X\) is only performed through \(XX^t\). Therefore, minimizing objective function can be performed without accessing directly to raw data \(\{x_1, \ldots, x_n\}\) but only through the scalar product defined on this data since the matrix \(XX^t \in \mathbb{R}^{n \times n}\) encodes scalar product \(\langle x_i, x_j \rangle\) for each pair of objects \((x_i, x_j) \in X^2\). Within the kernel framework, \(XX^t\) corresponds to the Gram matrix \(K\) associated to the kernel \(k(x_i, x_j) = \langle x_i, x_j \rangle\).
Given a non linear kernel \( k_H \), associated to a feature space \( H \) and an embedding function \( \Phi_H : \mathcal{X} \rightarrow H \), ridge regression using \( k_H \) relies to compute a vector \( w \) lying on feature space \( H \), instead of original data space \( \mathcal{X} \).

### 1.4.5 Graph kernels and chemoinformatics

Considering conclusions of sections 1.2 and 1.3, graph kernels provide a solution to both limitations involved by methods based on graph embeddings and methods defined in graph space. On one hand, graph kernels allow to define a similarity measure which is not limited by vector sizes since graph vectorial representations are not required to be explicitly and exhaustively defined. On the other hand, graph kernels guarantee that a vectorial representation exists hence allowing the conjoint use of kernels with many machine learning methods. Therefore, graph kernels define a natural connection between molecular graphs and machine learning algorithms. From this point of view, many graph kernels have been defined to solve QSAR/QSPR problems in chemoinformatics.

### 1.5 Graph kernels based on bags of patterns

A graph kernel family widely used in chemoinformatics consists in defining similarity between graphs from a set of sub structures extracted from graphs to be compared. Formally, given a set of sub structures \( \mathcal{P} \) and a sub kernel \( k' : \mathcal{P} \times \mathcal{P} \rightarrow \mathbb{R} \), a convolution kernel \( K : G \times G' \rightarrow \mathbb{R} \) is defined as a sum of sub kernel values. For each pair of sub structures \( (p, p') \in \mathcal{P}\times\mathcal{P} \) extracted from graphs by a decomposition function \( D : G \rightarrow \mathcal{P} \), sub kernel \( k' \) encodes the similarity between two molecular graphs according to \( p \) and \( p' \). Kernel \( k \) is thus equal to:

\[
k(G, G') = \sum_{p \subseteq D(G)} \sum_{p' \subseteq D(G')} k'(p, p')
\]

(1.22)

Kernels presented in this section are defined as convolution kernels. Although these kernels use a same approach, they mainly differ on the set of sub structures used to define them.

#### 1.5.1 Complete graph kernel

A first trivial approach consists in defining the set of sub structures by all possible sub graphs.

**Definition 25 (Complete graph kernel)** Let \( G \) and \( G' \) two graphs. Com-
A complete graph kernel is defined by:

\[ k_{\text{complete}}(G, G') = \sum_{p \subseteq G} \sum_{p' \subseteq G'} k_{\text{iso}}(p, p') \] (1.23)

with

\[ k_{\text{iso}}(p, p') = \begin{cases} 1 & \text{iff } p \simeq p' \\ 0 & \text{otherwise} \end{cases} \] (1.24)

Complete graph kernel [14] relies on embedding graphs into an Hilbert space where each dimension encodes the number of occurrences of a sub graph of the considered graph. However, computing this kernel is NP-hard since it relies on determining if two graphs are isomorphic. Therefore, this kernel can not be efficiently computed which avoid using such an approach to chemoinformatics problems.

### 1.5.2 Linear pattern kernels

#### 1.5.2.1 Random walks

A less complex approach consists in deducing graph similarity from the number of random walks common to both graphs to be compared. Two methods [14, 26] have been proposed both based on the bag of random walks \( \mathcal{W}(G) \) of a graph \( G \). Kernels defined using random walks are based on the following formulation:

**Definition 26 (Marginalized kernel)** Given two graphs \( G \) and \( G' \), \( \mathcal{W}(G) \) and \( \mathcal{W}(G') \) encode the sets of random walks in \( G \) and \( G' \) and \( k_{\mathcal{W}} : \mathcal{W} \times \mathcal{W} \rightarrow \mathbb{R} \) is defined as a kernel between walks. Marginalized kernel is then defined as:

\[ k_{\text{rw}}(G, G') = \sum_{w \in \mathcal{W}(G)} \sum_{w' \in \mathcal{W}(G')} p_G(w)p_{G'}(w')k_{\mathcal{W}}(w, w') \] (1.25)

where \( p_G(w) \) corresponds to the probability of traversing \( w \) in \( G \).

Kernel \( k_{\mathcal{W}} \) corresponds to a kernel encoding a similarity between walks according to their labeling. Usually, this kernel is binary, i.e. \( k_{\mathcal{W}} \) is equal to 1 if label sequences are similar and 0 otherwise. Method defined in [14] uses a different approach based on a direct product graph but is based on the same feature space and thus encodes the same information. Different implementations have been proposed [26, 53, 14, 31] and this kernel may be computed in polynomial time with the number of nodes of both graphs.

#### 1.5.2.2 Tottering

A random walk corresponds to a node sequence which may oscillate between two connected neighbours (figure 1.6). This phenomenon, called tottering, induces random walks which are not representative of the corresponding
molecular graph structure since a same information may be repeated indefinitely. In order to limit the influence of this non representative structures, Mahé and al. [31] proposed to transform a molecular graph into an oriented graph in $O(|V|^2)$. Then, kernel is computed on this new molecular representation which allows to avoid oscillations between two connected nodes and thus to reduce tottering phenomenon.

1.5.2.3 Paths

Instead of using random walks which may suffer from tottering, others kernels base their similarity measure on paths extracted from graphs to be compared. Although enumerating all paths of a graph remains a NP-Hard problem [4], a kernel can be defined using all paths composed of at most $n$ nodes [40]. This path enumeration is performed using a depth first traversal from each node of the graph. Computing the kernel on two graphs $G = (V, E)$ and $G' = (V', E')$ relies on extracting paths from $G$ and $G'$ which induces $O(n(|V||E| + |V'||E'|))$ operations. Enumerated paths are encoded by a vector which can be seen as a molecular descriptor where each descriptor encodes the number of occurrences of a path. The similarity between these vectors may be computed using usual kernels such as Tanimoto kernel or MinMax kernel [40].

Another approach consists in computing similarity between graphs from the lengths of shortest paths between any pair of nodes. This method is based on Floyd’s transformation [13] which consists in transforming a graph $G = (V, E, \mu, \nu)$ into a complete graph $G_F = (V, E_F, \mu, \nu_F)$ where each edge $e_f = (v_i, v_j) \in V^2$ is labeled by the length of a shortest path between $v_i$ and $v_j$ in $G$. Considering the two graph transformations $G_F = (V, E_F, \mu, \nu_F)$ and $G'_F = (V', E'_F, \mu', \nu'_F)$ of two graphs $G = (V, E, \mu, \nu)$ and $G' = (V', E', \mu', \nu')$, the shortest paths kernel is defined by:

$$k_{sp}(G, G') = \sum_{e \subseteq E_F} \sum_{e' \subseteq E'_F} k^1_{path}(e, e')$$  \hspace{1cm} (1.26)$$

where $k^1_{path}(e, e')$ is a kernel defined between edges. This kernel may be defined
as a Dirac function which considers two edges \( e = (u, v) \) and \( e' = (u', v') \) as similar if and only if \( \mu(u) = \mu'(u') \), \( \mu(v) = \mu'(v') \) and \( \nu_F(e) = \nu'_F(e') \). Intuitively, two edges are similar if they connect two pairs of nodes having same labels and separated by the same distance in \( G \) and \( G' \). This kernel can be computed in polynomial time (\( O(|V|^4) \)), most of the time being dedicated to the computation of Floyd’s transformation and to the comparison of the \( |V|^2 \) edges of transformed graphs. However, this approach only encodes the length of a shortest path connecting two nodes, but not the sequences of node and edge labels composing these shortest paths. This loss of information leads to a less accurate kernel.

1.5.3 Non linear pattern kernels

Although linear patterns allows to define a kernel which can be computed in polynomial time, most of the structural information included within molecular graphs can not be encoded using only linear patterns (figure 1.7).

1.5.3.1 Graphlets

In order to increase the structural information encoded within bags of patterns, graphlet kernel [46] has been introduced. This kernel is based on bags of patterns defined as all unlabeled graphs having \( k \) nodes, \( k \in \{3, 4, 5\} \) (figure 1.8). This kernel may be efficiently computed for graphs having a bounded maximum degree (say by \( d \)). Note that a molecular graph (section 1.1.1) has a maximal degree bounded by 8.

Graphlet enumeration is divided in two steps. The first one corresponds to the enumeration of connected graphlets and the second one to the enumeration of disconnected graphlets. Connected graphlets are divided into two classes. The first class corresponds to graphlets of size \( k \) containing at least a path of
size $k - 1$ and the second class to others graphlets. The first class of graphlets is enumerated from paths of length $k - 1$, themselves enumerated using a depth first traversal. The second class of graphlets is enumerated from 3-star graphlets which correspond to graphlets having 4 nodes with a central node having a degree equals to 3. Others graphlets are then enumerated by looking at the neighborhood of 3-stars.

Concerning disconnected graphlets of size 3, their enumeration is based on pairs of nodes $(v_1, v_2) \in E$. If we consider a third node $v_3$ distinct from $v_1$ and $v_2$, three different configurations are possible (figure 1.9). These different configurations may be distinguished using the neighborhood of $(v_1, v_2)$. We have thus:

- $v_3 \notin \Gamma(v_1) \cup \Gamma(v_2) \rightarrow F_1$ configuration;
- $v_3 \in \Gamma(v_1) \setminus \Gamma(v_2) \lor v_3 \in \Gamma(v_2) \setminus \Gamma(v_1) \rightarrow F_2$ configuration;
- $v_3 \in \Gamma(v_1) \cap \Gamma(v_2) \rightarrow F_3$ configuration;

The method defined to enumerate graphlets of size 4 and 5 is based on the same scheme then the one used for graphlets of size $k = 3$: the set of 11 graphlets having 4 nodes is enumerated from the set of graphlets having 3 nodes. Similarly, the 34 graphlets having 5 nodes is enumerated from the ones composed of 4 nodes. This method allows to compute the distribution of graphlets of size $k$ in $O(nd^{k-1})$ operations which corresponds to a linear complexity with the number of nodes of graphs if the maximum degree is bounded.

Graphlet kernel is then defined as a scalar product between normalized vectors encoding the number of occurrences of each graphlet:

**Definition 27 (Graphlet kernel)** Let $G = (V, E) \in \mathcal{G}$ and $G' = (V', E') \in \mathcal{G}$ two graphs and $D_G$: a vector encoding the number of occurrences of graphlets in $G$:

$$D_G(i) = \frac{\#\text{graphlet}(i) \subseteq G}{\sum_j \#\text{graphlet}(j) \subseteq G} \quad (1.27)$$

Graphlet kernel is then defined by:

$$k_{\text{graphlets}} = D_G^T D_{G'} \quad (1.28)$$

**FIGURE 1.9:** Differents possible topological configurations involving a pair of nodes and a third node.
Although this kernel allows to encode more structural information than kernels based on linear patterns, it does not encode the similarity involved by labeling. Therefore, this kernel is limited to unlabeled graphs which corresponds to a limited application domain in chemoinformatics. Indeed, atom’s chemical elements are an important information and must be taken into account in order to define an accurate similarity measure.

1.5.3.2 Tree patterns

In order to include molecular graphs labeling into kernel computation, tree pattern kernel [41, 32] is defined as a kernel based on non linear and labeled patterns. This method deduces the similarity between two graphs from the number of their common tree patterns.

Definition 28 (Tree pattern) Let $G(V, E) \in G$. If it exists a node $r \in V$, then $r$ is a tree pattern of $G$ rooted in $r$ and having an height equals to 1. let $t_1, t_2, \ldots, t_n$ n tree patterns respectively rooted in $r_1, r_2, \ldots, r_n$, with $r_i \neq r_j, \forall i \neq j$. If $(r, r_1), (r, r_2), \ldots, (r, r_n) \in E$, then $r(t_1, t_2, \ldots, t_n)$ is a tree pattern rooted in $r$. $r$ is defined as the parent of each $r_i$.

Each tree pattern is associated to a dimension in the feature space. Each dimension encodes the number of tree patterns included within the two graphs to be compared.

Definition 29 (Neighborhood matching set) Let $G = (V, E, \mu, \nu)$ and $G' = (V', E', \mu', \nu')$ denote two graphs and let us consider two nodes $r \in V$ and $s \in V'$. Neighborhood matching set $M_{r,s}$ is defined by:

$$M_{r,s} = \{ R \subseteq \Gamma(r) \times \Gamma(s) | (\forall (a,b), (c,d) \in R : a \neq c \land b \neq d) \land (\forall (a,b) \in R : \mu(a) = \mu'(b) \land \nu(r,a) = \nu'(s,b)) \}$$

(1.29)

Definition 30 (Kernel between tree patterns) Let $G = (V, E, \mu, \nu)$ and $G' = (V', E', \mu', \nu')$ denote two graphs, the kernel value between two tree patterns of height $h$ and rooted in $r$ and $s$ is defined by:

$$k(r, s, h) = \lambda_r \lambda_s \sum_{R \in M_{r,s}} \prod_{(r', s') \in R} k(r', s', h - 1).$$

For $h = 1$, $k(r, s, 1)$ is equals to 1 if $\mu(r) = \mu'(s)$, 0 otherwise.

Kernel value is strictly greater than 0 if the two tree patterns are isomorphic. Parameters $\lambda_r$ and $\lambda_s$ are defined as positive real numbers lower than 1 such that large tree patterns have a low contribution. Tree pattern kernel is then defined as:

Definition 31 (Tree pattern kernel) Let $G = (V, E, \mu, \nu) \in G$ and $G' = (V', E', \mu', \nu') \in G$. Tree pattern kernel for an height $h$ is defined by:

$$k(G, G', h) = \sum_{r \in V} \sum_{s \in V'} k(r, s, h)$$

(1.31)
FIGURE 1.10: Difference between tree patterns and trees: graph (a) includes only one sub tree of size 4 rooted in 1 (itself) but 3 different tree patterns (b), all rooted in 1.

1.5.3.3 Weisfeiler-Lehman

Weisfeiler-Lehman kernels [47, 45] correspond to graph kernels based on a subset of tree patterns corresponding to tree structures encoding all nodes within a given radius. This algorithm, based on Weisfeiler-Lehman isomorphism test, allows to compute a kernel based on a sub family of tree patterns with a linear complexity according to the number of nodes of both graphs. It thus provides faster computational times than the tree pattern kernel (section 1.5.3.2). Moreover, Weisfeiler-Lehman kernels computes an explicit representation of the feature space associated to kernels. This explicit enumeration allows to perform pattern enumeration only $N$ times where $N$ is the size of the training set. Using an implicit enumeration, pattern enumeration has to be performed for each pair of graph, i.e. $N^2$ times.

One has to notice that tree patterns differ from trees (figure 1.10). Similarly to the difference between paths and walks, a sub tree pattern may include a same node twice. Therefore, information encoded by tree patterns may also be altered by tottering (section 1.5.2.2). However, graph transformation proposed by Mahé and al. to prevent tottering in random walks kernel can also be applied to kernels based on tree patterns.

1.5.3.4 Graph fragments

Graph fragment kernel [55] corresponds to a kernel based on a set of patterns defined as all connected sub graphs having at most $l$ edges. This set of subgraphs, denoted $GF$, can be divided into different subsets:

- $PF$ (Path Fragments): encodes all linear patterns;
- $TF$ (Tree Fragments): encodes all sub trees having at least one node $v$ such that $d(v) \geq 2$. 


AF (Acyclic Fragments) is defined as $AF = TF \cup PF$ which thus corresponds to all sub trees.

The fourth sub set corresponds to the set difference $GF \setminus AF$. This sub set encodes all sub graphs containing at least one cycle.

This set of patterns defines the feature space associated to this kernel where each coordinate $\Phi_i(G)$ encodes either the absence/presence or the number of occurrences of a given sub graph in $G$. A molecular graph $G$ is thus encoded by a vector $\Phi(G) = \{\Phi_1(G), \ldots, \Phi_d(G)\}$, where $d$ encodes the number of different patterns enumerated for a given length $l$. The kernel between two graphs $G$ and $G'$ is then defined as a Min-Max kernel [40] between the two vectors $\Phi(G)$ and $\Phi(G')$.

This method, based on an exhaustive enumeration of all sub graphs, relies to compute the complete graph kernel for a $l$ big enough (section 1.5.1). Since this problem is a NP-hard problem and thus not feasible for large graphs, graph fragment is generally defined for $l = 7$ in order to obtain reasonable computational times. Moreover, no significant accuracy gain is observed for length $l \geq 5$.

1.5.3.5 Treelets

Conversely to methods based on tree patterns, treelet kernel [16] uses a bags of patterns defined as a sub set of strict sub trees, called treelets. Treelets are defined as the set of all labeled trees having at most 6 nodes (figure 1.11). Conversely to methods based on a non limited set of substructures, such as the tree pattern kernel, considering a set of predefined structures allows to define an efficient ad hoc linear enumeration. This enumeration is performed in two steps:

The first step consists to identify treelet’s structure in a graph. This step

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{treelets.png}
\caption{Set of treelet’s structures}
\end{figure}
is based on the method used to enumerate connected graphlets [46] (section 1.5.3.1). Graphlet enumeration method is extended to enumerate tree structures up to 6 nodes while keeping a linear complexity when considering degree bounded graphs. This first step allows to associate a structure index $(G_0, \ldots, G_{13})$ (figure 1.11) to each treelet.

The second step consists to encode the labels of each instance of treelet found within a graph. This step is based on a tree traversal of each instance of treelet based on Morgan algorithm [35]. This traversal provides a string which, as shown in [16], identifies the label of each node and each edge of a treelet given the index of its structure. Note that, since the size of treelet’s structure is bounded, the computation of the string encoding treelet’s labels is performed in constant time. This last point is an important advantage over alternative encodings used for example by frequent subgraphs or graph fragments methods [10].

The concatenation of treelet’s index and treelet’s key defines an unique code for each treelet which allows to perform an explicit enumeration of all treelets composing a graph. Based on this enumeration, we define a function $f$ which associates to each graph $G$ a vector $f(G)$ whose components encode the number of occurrences of each treelet $t$ found in $G$:

$$f(G) = (f_t(G))_{t \in T(G)} \text{ with } f_t(G) = |t \subseteq G| \quad (1.32)$$

where $T(G)$ denotes the set of treelets extracted from $G$ and $\subseteq$ the sub graph isomorphism relationship. Then, similarity between treelet distributions is computed using a sum of sub kernels between treelet’s frequencies:

$$k_T(G, G') = \sum_{t \in T(G) \cap T(G')} k(f_t(G), f_t(G')) \quad (1.33)$$

where $k(\cdot, \cdot)$ defines any positive definite kernel between real numbers such as linear kernel, gaussian kernel or intersection kernel. Note that, conversely to tree pattern kernel (section 1.5.3.2), this kernel explicitly enumerates sub trees by computing the number of occurrences of each pattern.

### 1.5.4 3D pattern kernel

Three-dimensional molecular information may be an important and useful information for some chemoinformatics problems such as docking or optical angle rotation. Among the few existing kernels including such information, 3D pharmacophore kernel [30] encodes a set of patterns corresponding to triplets of distinct atoms. Each pattern can thus be understood as a potential pharmacophore and encodes euclidean distances between each pair of nodes included within a corresponding triplet. These distances are measured on the most stable 3D conformation of a molecule. Pharmacophore kernel is defined as a convolution kernel based on a kernel $k_P$ defined on atom triplets. This last kernel is defined as a combination of two kernels:
• A first kernel which compares nodes labels of the two triplets to be compared;

• a second kernel which encodes spatial information by comparing distances between atoms by means of gaussian kernels. More formally, if \( p = (x_i)_{i=1}^{3} \) and \( p' = (x'_i)_{i=1}^{3} \) are two atom triplets. This kernel is defined as:

\[
k_{\text{spatial}}(p, p') = \prod_{i=1}^{3} k_{\text{dist}}(\|x_i - x_{i+1}\|, \|x'_i - x'_{i+1}\|)
\]

(1.34)

Kernel \( k_{\text{dist}} \) may be defined as a gaussian kernel and aims to compare two distances.

This kernel encodes spatial information of molecular compounds and allows to define a relevant similarity measure for chemoinformatics problems including 3D information. However, distances used in this kernel are relative to a priori 3D conformations of both molecules while some alternative conformations may better explain the property to predict.

1.5.5 Cyclic pattern kernels

Similarly to 3D information, cyclic information may have a particular influence on molecular properties since cycles reduce the atom’s degrees of freedom.

1.5.5.1 Cyclic patterns

A first approach consists in defining a kernel based on the set of simple cycles of a molecular graph (figure 1.12). Considering a graph \( G \), cyclic pattern kernel [23] is based on a decomposition of \( G \) into two sub sets:

• A first subset \( C(G) \) corresponding to the set of simple cycles included within \( G \) (figure 1.12);

• and a second subset \( B(G) \) defined as the set of bridges of \( G \) and corresponding to atoms and edges not included in \( C(G) \). \( B(G) \) corresponds thus to a forest.

Considering these two sub sets, cyclic pattern kernel is defined as the sum of a tree pattern kernel applied on \( B(G) \) together with a kernel applied on \( C(G) \). Considering two graphs \( G \) and \( G' \), cyclic pattern kernel is thus defined as:

\[
k_C(G, G') = k_{\text{TP}}(B(G), B(G')) + k_{\text{inter}}(C(G), C(G'))
\]

(1.35)

where \( k_{\text{TP}}(B(G), B(G')) \) corresponds to tree pattern kernel (section 1.5.3.2) and \( k_{\text{inter}}(C(G), C(G')) \) is defined as an intersection kernel which computes
FIGURE 1.12: Decomposition of a molecular graph into its set of simple cycles.

the number of common cycles in $C(G)$ and $C(G')$. Similarity between molecular graphs is thus deduced from a sum of two kernels encoding respectively similarities between their cyclic and acyclic parts.

However, computing the set of simple cycles of a graph is a NP-hard problem which may however be addressed in chemoinformatics problem since molecular graphs generally include a low number of simple cycles. In order to tackle this complexity, cyclic pattern kernel has been defined using the set of relevant cycles (denoted $C_R$) [22, 54] instead of the set of simple cycles. The enumeration of relevant cycles can be performed in polynomial time which reduces kernel computational complexity. Relevant cycles can be understood as a set of cycles which defines a basis for encoding all cycles included in a molecular graph (figure 1.13).

Cyclic pattern kernel allows to explicitly encode cyclic similarity into kernel computation which may provide an accurate similarity measure for chemoinformatics problems. However, although this approach allows to catch some cyclic information, it does not encode relationships between molecular cycles.

1.5.5.2 Relevant cycle graph

In order to encode more cyclic information, relevant cycle relationships may be encoded using relevant cycle graph [18]. This graph representation aims to encode adjacency relationships between relevant cycles and thus to encode the cyclic system of a molecule. This graph is defined as $G_C = (C_R, E_{C_R}, \mu_{C_R}, \nu_{C_R})$ where each vertex encodes a relevant cycle and two vertices are connected by an edge if corresponding cycles share at least
one vertex of the initial graph (figure 1.14). Relevant cycle graph labeling functions are defined as follows:

- $\mu_{C_R}(C)$: Each cycle $C$ is defined by a sequence of edge and vertex labels encountered during the traversal of $C$. In order to obtain a sequence invariant to cyclic permutations, $\mu_{C_R}(C)$ is defined as the sequence having the lowest lexicographic order.

- $\nu_{C_R}(e)$: An edge $e$ in $G_C$ encodes a path shared by two cycles and corresponds to a sequence of edge and node labels. Since such a path may be traversed from its two extremities, we define $\nu_{C_R}(e)$ as the sequence of lowest lexicographic order.

In order to compute a cyclic similarity using relevant cycle graphs, treelet kernel (section 1.5.3.5) may be applied on the set of treelets extracted from relevant cycle graphs. This kernel is thus defined as follows:

$$k_C(G, G') = \sum_{t_C \in T(G_C) \cap T(G'_C)} k(f_{G_C}(t_C), f_{G'_C}(t_C)) \quad (1.36)$$

Where $t_C$ encodes a configuration of adjacent cycles present both in $G$ and $G'$.

Then, using cyclic pattern kernel, a kernel based on relevant cycle graph may be defined as a sum of a kernel encoding acyclic similarity, such as treelet kernel $k_T$ applied on the original molecular graphs, and a kernel $k_C$ applied on their relevant cycle graphs:

$$k(G, G') = k_T(G, G') + \lambda k_C(G, G') \quad (1.37)$$

where $\lambda \in \mathbb{R}_+$ allows to weight the contribution of cyclic kernel.
This kernel allows to take into account more cyclic information since, conversely to cyclic pattern kernel, relationships between relevant cycles are encoded in the relevant cycle graph. However, such as cyclic pattern kernel, global similarity measure is based on a sum which splits cyclic information and acyclic information. This last point constitutes a drawback since within the chemoinformatics framework, relationships between a cycle and its substituents may have an influence on molecular properties and must be encoding in kernel definition.

1.5.5.3 Relevant cycle hypergraph

Relevant cycle hypergraph [17] (figure 1.15) corresponds to an oriented hypergraph representation [3, 12] which allows to encode both cyclic and acyclic informations into a single representation. This molecular representation is based on relevant cycle graph which encodes molecular cyclic systems. Relevant cycle graph may be augmented by adding acyclic parts in order to obtain the relevant cycle hypergraph. Given a graph $G = (V, E, \mu, \nu)$, its corresponding relevant cycle hypergraph $H_{RC}(G) = (V_{RC}, E_{RC})$ is defined as follows:

- The set of nodes $V_{RC}$ is defined as an union of two subsets:
  1. A first subset corresponding to the set of relevant cycles,
  2. and a second subset corresponding to the set of atoms not included within a cycle of $G$.

  All atoms of the original molecular graph are thus encoded in the relevant cycle hypergraph either by a vertex encoding a cycle or by the atom itself. In the same way as for vertices,

- the set of hyperedges $E_{RC}$ is composed of two subsets:
FIGURE 1.15: Relevant cycle hypergraph representation of a molecule. We can note that hyperedge (in dashed green) encodes an adjacency between oxygen atom in one hand and two cycles in the other hand.

1. A set of edges composed of:
   - edges between relevant cycle vertices, corresponding to the set of edges of the relevant cycle graph,
   - edges of $G$ which connect two acyclic atoms or connect a single relevant cycle to another single relevant cycle ($C_1$ and $C_2$ in figure 1.15) or an acyclic part of $G$ ($C_1$ and $S$ in figure 1.15),

2. and a set of hyperedges which allows to encode special cases where an edge connects at least two distinct relevant cycles to another part of the molecule. For example, an hyperedge is required to encode adjacency relationship between $C_1$ and $C_2$ in one hand and an oxygen atom on the other hand in figure 1.15.

Similarly to vertices, each atomic bond of a molecular graph is encoded within its relevant cycle hypergraph. Therefore, a relevant cycle hypergraph encodes all information of a molecular graph.

Considering such a new hypergraph representation, similarity must be computed using an hypergraph kernel. In order to encode local relationships between cycles and substituents, treelet kernel has been adapted [17] to enumerate treelets included in relevant cycle hypergraphs. This kernel defines a similarity based both on an enumeration of relevant cycles of both graphs (pattern $G_0$ in figure 1.11) and on an enumeration of more complex treelets encoding relationships between cycles and relationships between cyclic and acyclic parts of a molecule.
1.5.6 Pattern Weighting

Considering graph kernels based on bags on patterns, it may be interesting to weight each pattern according to its influence for a given property. Similarly to the notion of pharmacophore, some patterns may have a particular influence whereas some do not encode any information about the property to predict. Considering a kernel defined as a sum of sub kernels, where each sub kernel encodes a similarity according to a given pattern \( p \in \mathcal{P} \), pattern weighting relies on computing a weight for each term of the sum. The weighted kernel is defined as:

\[
    k_{\text{weight}}(x, x') = \sum_{p \in \mathcal{P}} w(p) \ast k_p(x, x')
\]

where \( w : \mathcal{P} \to \mathbb{R}_+ \) encodes the influence of each pattern: an high value \( w(p) \) encodes an high influence of pattern \( p \) and thus corresponds to an high contribution to the similarity measure. Conversely, a \( w(p) \) close to or equals to 0 consists in removing the contribution of pattern \( p \) to the similarity measure.

1.5.6.1 A priori methods

Tree pattern kernel as defined by Mahé [33] (Section 1.5.3.2) includes a tree pattern weighting. This kernel is defined on the same feature space than the original kernel but includes a weighting of each pattern:

Definition 32 (Weighted tree pattern kernel) Let us consider two graphs \( G = (V, E) \in \mathcal{G} \) and \( G' = (V', E') \in \mathcal{G} \) together with the set of tree patterns of size \( h : \mathcal{T}_h \) a counting function of tree patterns: \( \phi_t : \mathcal{G} \to \mathbb{N} \) and a weighing function: \( w : \mathcal{T}_h \to \mathbb{R}_+ \). The weighted tree pattern kernel is defined by:

\[
    k^h(G, G') = \sum_{t \in \mathcal{T}_h} w(t) \phi_t(G) \phi_t(G').
\]

This tree pattern kernel definition corresponds to an adaptation of equation 1.38 to tree pattern kernel. Two weighting functions based on structural information included in tree patterns have been proposed [33].

1.5.6.2 Branching cardinality

The first one is based on branching cardinality. Branching cardinality is defined as the number of leaves \(-1\). Given a tree pattern \( t = (V, E) \), branching cardinality is defined by:

\[
    \text{branch}(t) = \sum_{v \in V} 1(\Gamma(v) = 1) - 1
\]

where \( 1(x) \) is equals to 1 if \( x \) is true. Weighting function is then defined by:

\[
    w_{\text{branch}}(t) = \lambda^{\text{branch}(t)}
\]

where \( \lambda \in \mathbb{R}_+^* \). This weighting function aims to favor linear patterns if \( \lambda < 1 \). Conversely, structurally complex patterns will be favored if \( \lambda > 1 \).
1.5.6.3 Ratio depth/size

The second weighting function is based on a ratio between the height and size of a tree pattern. For a given tree pattern \( t = (V, E) \) rooted in \( r \in V \), the size-based weighting function is defined by:

\[
w_{\text{size}}(t) = \lambda |V| - h
\]  
(1.42)

Similarly to section 1.5.6.2, \( \lambda < 1 \) favors tree patterns having similar sizes and heights, which correspond to linear patterns. Conversely, \( \lambda > 1 \) favors more structurally complex tree patterns.

These two weighting functions allow to weight tree pattern influence according to their structural information. Parameter \( \lambda \) must be tuned using \textit{a priori} chemical knowledge or cross validation. However, this weighting framework does not allow to weight specifically each tree pattern according to a property to predict.

1.5.6.4 Multiple kernel learning

Considering a pattern weighting problem as defined in equation 1.38, Multiple Kernel Learning (MKL) aims to compute an optimal weighting function \( w \) according to a given dataset. Considering a finite set of \( m \) patterns, weighting function \( w \) is encoded by a vector \( d \in \mathbb{R}^m_+ \) where each coordinate \( d_i \) encodes a weight associated to a pattern. The weighted kernel is then defined as:

\[
k_{\text{MKL}}(x, x') = \sum_{i=1}^{m} d_i * k_i(x, x')
\]  
(1.43)

Multiple kernel learning methods consist in computing an optimal vector \( d \) according to a prediction task.

1.5.6.5 Simple MKL

Simple MKL [39] consists in optimizing problems addressed by SVM (section 1.4.4.1) by computing an optimal weighting. Considering a kernel as defined in equation 1.43, simple MKL consists in solving:

\[
\min_d J(d) \quad \text{such that} \quad \begin{cases} 
\sum_{i=1}^{m} d_i = 1 \\
 d_i > 0, \forall i \in \{1, \ldots, m\}
\end{cases}
\]

\[
(1.44)
\]

with

\[
J(d) = \min_{w, b, \xi} \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{n} \xi_i \\
\text{subject to:} \quad y_i((w, x) + b) \geq 1 - \xi_i, \forall i \in \{1, \ldots, n\} \\
\xi_i \geq 0, \forall i \in \{1, \ldots, n\}
\]

(1.45)

This minimization problem includes a constraint on the \( L_1 \) norm of vector \( d \) which induces sparsity on vector \( d \). This sparsity allows to keep only most relevant patterns into kernel computation and to remove irrelevant ones. Simple
MKL problem is resolved by alternating a classical SVM resolution together with a projected gradient descent according to vector $d$. This projected gradient step allows to minimize objective function while ensuring that constraints on vector $d$ are fulfilled. Since problem defined in equation 1.44 is convex, iterating these two steps leads to the optimal vector $d$.

### 1.5.6.6 Generalized MKL

In order to allow more flexibility on sparsity constraint, generalized MKL [52] defines an objective function which includes a Tikhonov regularization on vector $d$ instead of an equality constraint in simple MKL. Corresponding minimization problem is defined as:

$$
\text{minimize } J(d) \text{ such that } d_i > 0, \forall i \in \{1, \ldots, m\} \quad (1.46)
$$

with

$$
J(d) = \begin{cases} 
\min_{w,b,\xi} & \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{n} \xi_i + \sigma \|d\|_1 \\
\text{subject to :} & y_i(\langle w, x \rangle + b) \geq 1 - \xi_i, \forall i \in \{1, \ldots, n\} \\
& \xi_i \geq 0, \forall i \in \{1, \ldots, n\} \end{cases} \quad (1.47)
$$

Parameter $\sigma$ allows to weight the influence of $L_1$ norm regularization into the minimization problem. An high $\sigma$ favors vector $d$ having a low $L_1$ norm and thus sparse vectors. Conversely, a low $\sigma$ relaxes sparsity constraint. The method used to resolve this problem is closely similar to the one proposed to solve simple MKL method. The main difference is that the gradient is no longer projected on simplex since equality constraint no longer exists.

### 1.5.6.7 Infinite MKL

In order to be able to deal with thousands of patterns, one have to either compute each gram matrix for each sub kernel at each iteration or store each gram matrix. When considering thousands of patterns and graphs, these two options induce too much computational time or memory space to be applicable. In order to be able to handle such datasets, infinite MKL [57] defines a MKL method based on Simple MKL which only considers a sub set of sub kernels at each iteration.

This method only performs optimization using a sub set of active kernels, that is to say kernels having a weight $d_i$ strictly greater than 0. At the end of each Simple MKL optimization, active kernel set is updated by removing kernels having a null weight and potentially active kernels are added to the set of active kernels. Potentially active kernels may be determined using an oracle based on KKT conditions and gradients associated to each sub kernel [57].

This approach allows to consider an high, possibly infinite, number of sub kernels and allows to select most relevant ones according to a particular property to predict.
TABLE 1.2: Boiling point prediction on acyclic molecule dataset using 90% of the dataset as train set and remaining 10% as test set. Execution times are displayed in seconds.

<table>
<thead>
<tr>
<th>Method</th>
<th>RMSE(°C)</th>
<th>Gram matrix (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Edit Distance</td>
<td>10.27</td>
<td>1.35</td>
</tr>
<tr>
<td>(2) Graph embedding</td>
<td>10.19</td>
<td>2.74</td>
</tr>
<tr>
<td>(3) Path kernel</td>
<td>12.24</td>
<td>7.83</td>
</tr>
<tr>
<td>(4) Random walks kernel</td>
<td>18.72</td>
<td>19.10</td>
</tr>
<tr>
<td>(5) Tree pattern kernel</td>
<td>11.02</td>
<td>4.98</td>
</tr>
<tr>
<td>(6) Treelet kernel</td>
<td>8.10</td>
<td>0.07</td>
</tr>
<tr>
<td>(7) Treelet kernel with MKL</td>
<td>5.24</td>
<td>70</td>
</tr>
</tbody>
</table>

1.6 Experiments

Differents kernels presented in section 1.5 have been tested on several chemoinformatics datasets. These datasets are divided in regression and classification problems. The first prediction problem used to test different methods is based on a dataset composed of 185 acyclic molecules [7]. This prediction problem consists in predicting boiling point of molecules. Table 1.2 shows prediction ability of different methods together with execution times. The first line of table 1.2 shows results obtained by a gaussian kernel applied on approximate edit distance (section 1.2.3.1). Note that since graph edit distance does not define an euclidean distance, Gram matrix is regularized in order to be semi-definite positive. The second line corresponds to the embedding method described in section 1.3.1. We can first note that methods based on edit distance obtains intermediate results on this dataset. These results may be due either to the approximation of edit distance or the loss of information induced by regularization or embedding. Next lines correspond to graph kernels defined in section 1.5.3. Line 3 corresponds to a kernel based on paths (section 1.5.2.3) and line 4 corresponds to a random walks kernel (section 1.5.2.1). These two kernels suffer from the low expressiveness of linear patterns and we can note that tottering phenomenon degrades prediction accuracy. Finally the third last lines correspond to kernels based on non linear patterns. As we can see line 7, best results are obtained thanks to the combination of multiple kernel learning (section 1.5.6.4) which allows to only consider relevant patterns.

1. All these dataset are available on the IAPR TC15 Web page: https://iaprtc15.greyc.fr/links.html
Execution times show that explicit enumeration of treelets allows to compute Gram matrix in less time than tree pattern kernel or random walks kernels. Conversely, pattern weighting allows to define a more accurate similarity measure while requiring the highest computational time. Note that prediction time is not altered since weighting is only computed during learning step.

This first experiment highlights the gain obtained by using non linear patterns instead of linear patterns. Moreover, pattern weighting step allows to greatly increase prediction accuracy by removing irrelevant patterns from similarity measure computation. This weighting step allows to get best results among tested methods.

1.6.2 Classification

The two next experiments correspond to binary classification problems which consist in predicting if a molecule has a particular activity or not.

1.6.2.1 AIDS dataset

First classification experiment has been performed on a graph database provided by [43]. This dataset, defined from the AIDS Antiviral Screen Database of Active Compounds, is composed of 2000 chemical compounds some of them being disconnected. These chemical compounds have been screened as active or inactive against HIV and they are split into three sub sets:

- A train set composed of 250 compounds used to train SVM;
- a validation set composed of 250 compounds used to find parameters set giving the best accuracy result;
- A test set composed of the remaining 1500 compounds used to test the classification model.

This dataset is composed of a large set of different chemical compounds including both cyclic and acyclic molecules and composed of several heteroatoms.
Table 1.3 shows results obtained by different methods on this dataset. First line of table 1.3 corresponds to a classifier defined as a k-nearest neighbors algorithm using approximate graph edit distance. Line 2 corresponds to a graph embedding as described section 1.3.1 and line 3 corresponds to a gaussian kernel applied on graph edit distance and regularized. We can first note that the use of k-nearest neighbors or graph embedding approach does not lead to good results on this dataset. Conversely, gaussian kernel on edit distance (table 1.3, line 4) combined with SVM obtains the best results on this dataset. Note that the regularization added to Gram matrix does not alter prediction accuracy. This may be explained by the fact that classification results may not be altered by a reasonable distortion of the graph edit distance induced by the regularization step. Conversely regression problems which consists in predicting a real value instead of a binary class may be altered by any modification of the initial distance. Next lines correspond to kernels using different bags of patterns. Kernels corresponding to line 4 and line 5 are based on linear patterns (section 1.5.2). As seen in regression experiment, the low expressiveness of kernels based on linear patterns leads to poor results on this dataset. Conversely, methods based on non linear patterns (lines 6 and 7) obtain better results since they encode more structural information than kernels based on linear patterns. Moreover, as observed in regression experiment, multiple kernel learning step allows to reach the best results on this classification problem. Note that structures having biggest weights can be assimilated to pharmacophores. These relevant patterns according to MKL may be analyzed by chemical experts.

This experiment confirms the conclusions drawn in section 1.6.1 on a regression problem with only acyclic molecules.

1.6.2.2 PTC dataset

The second classification experiment is a classification problem taken from the Predictive Toxicity Challenge [50] which aims to predict carcinogenicity of chemical compounds applied to female (F) and male (M) rats (R) and mice (M). This experiment is based on ten different datasets, each of them being composed of one train set and one test set. Table 1.4 shows the number of correctly classified molecules over the ten test sets for each method and for each class of animal.

Table 1.4 shows results obtained by different kernels encoding cyclic information in different ways. The first line of this table corresponds to treelet kernel which does not encode any cyclic information since it is only based on acyclic patterns. Lines 2 to 4 correspond to methods encoding different levels of cyclic information. Line 2 corresponds to cyclic pattern kernel which simply compares common cycles (section 1.5.5.1). Line 3 corresponds to a treelet kernel applied on relevant cycle graph (section 1.5.5.2) which encodes cycle relationships. Line 4 corresponds to results obtained by treelet kernel adapted to relevant cycle hypergraph (section 1.5.5.3) comparison [17]. First, we can
TABLE 1.4: Classification accuracy on PTC dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th># correct predictions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MM</td>
</tr>
<tr>
<td>(1) Treelet kernel (TK)</td>
<td>208</td>
</tr>
<tr>
<td>(2) Cyclic pattern kernel</td>
<td>209</td>
</tr>
<tr>
<td>(3) TK on relevant cycle graph</td>
<td>211</td>
</tr>
<tr>
<td>(4) TK on relevant cycle hypergraph (TCH)</td>
<td>217</td>
</tr>
<tr>
<td>(5) TK + MKL</td>
<td>217</td>
</tr>
<tr>
<td>(6) TC + MKL</td>
<td>216</td>
</tr>
<tr>
<td>(7) TCH + MKL</td>
<td>225</td>
</tr>
<tr>
<td>(8) TK + \lambda TCH</td>
<td>225</td>
</tr>
</tbody>
</table>

Note that best results are obtained by kernel encoding both cyclic and acyclic relationships which validates the relevance of including cyclic information, and more particularly adjacency relationships between cyclic and acyclic parts of a molecule.

Then, lines 5 to 7 correspond to different kernels combined with multiple kernel learning. This weighting step shows that kernel based on cyclic information obtains best results on two datasets over four (line 7, datasets MM and FM) and kernel only based on acyclic patterns obtains best results over the two others datasets (line 5, datasets MR and FR). Note that pattern weighting step allows us to reduce the number of patterns included within kernel computation from about 3500 to 150, depending on dataset. Finally, since different kernels obtain best results over the four datasets, weighted combination of kernel encoding cyclic information and a kernel encoding acyclic information leads to the best results on this dataset (line 8). This combination shows the flexibility of kernel approaches by means of multiple kernel learning and linear combinations of kernels.

1.7 Conclusion

Graph kernel framework allows to define scalar products between implicit or explicit vectorial representations of graphs in a given feature space. On one hand, conversely to methods based on graph theory, graph kernels can be used in well known and widely used machine learning methods such as SVM. On the other hand, exemption of an explicit vectorial representation allows to encode more information than methods based on an explicit and fixed size vectorial representation. This characteristic allows to define accurate graph similarity measures which encode most of structural and labeling information encoded by
molecular graphs. Therefore, graph kernels allow to combine efficient machine learning methods with accurate and expressive similarity measures.

Defining a graph kernel consists in defining a graph similarity measure which encodes a maximum of useful information and which fulfills all properties required to define a positive definite kernel. Kernels based on bags of patterns deduce molecular graph similarities from similarities of bags of patterns extracted from these graphs. Kernels based on bags of patterns aim to encode a maximum of information while keeping an efficient computational time in order to be applicable to datasets encountered in chemoinformatics. Kernels based on non linear patterns encode more structural information than kernels based on linear patterns and can be computed in linear time when applied on molecular graphs. Moreover, some bags of patterns are defined such as they explicitly encode cyclic information into similarity measure. This information is particularly useful in chemoinformatics since molecular cycles have a great influence on molecular properties. Among kernels based on bags of patterns, relevant cycle hypergraph encodes both acyclic and cyclic parts and their relationships into a single representation which allows to explicitly encode adjacency relationships between a cycle and its substituents.

Kernel theory allows to define a kernel from a linear combination of sub kernels. Considering kernels based on bags of patterns, each sub kernel may be defined as a kernel encoding a molecular similarity according to a particular pattern. From this point of view, multiple kernel learning methods allow to compute an optimal weight for each sub kernel according to a property to predict. This weight corresponds to the contribution of each pattern to kernel computation and may be understood as a measure of the influence of each pattern. On one hand, this weighting step allows to increase accuracy of prediction models by removing irrelevant patterns from the kernel computation. On the other hand, patterns corresponding to high weights may be seen as pharmacophores. These pharmacophores obtained without a priori chemical knowledge may be analyzed by chemical experts to understand some chemical or biological properties.

In conclusion, graph kernels provide an useful framework which may obtain accurate prediction results by combining expressive similarity measures and powerful machine learning methods.
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